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• Precision landing on planetary bodies is 
a key technology for future human and 
robotic exploration of the solar system

• To access planetary surfaces the landing 
system technology will need to progress 
to satisfy the  demand for more 
stringent requirements

• Extremely important for precision 
landing is the ability to generate on-
board and track in real-time fuel 
optimal trajectories
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• To develop a new algorithm, suitable for on-board application, 
based on the recently developed Theory of Functional Connections 
(TFC) [Mortari 2018] to compute fuel-efficient trajectories

• The focus of this talk is to show the capability of TFC in solving the 
equations of motion for the fuel-efficient powered descent 
guidance fast and with high accuracy
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• Optimal Control/Guidance is generally hard and computationally expensive
– No direct analytical solutions except in very limited cases

• Open-Loop solutions can be generally found in two ways
– Direct Method: Transform a continuous problem in a finite NLP problems and find the 

minimum
§ Convergence to a global minimum generally non-guaranteed

– Indirect Method: Apply Pontryagin Minimum Principle (PMP) to derive the necessary 
conditions at the final time
§ Solve a TPBVP (generally not well-posed)

• Recently, there have been a great interest in solving optimal guidance 
problems in real-time
– Close the loop by a sequence of open-loop solutions
– Convexification approach: Solve a sequence of Convex Problems

§ Guarantee convergence to a global minimum in polynomial time



Drag picture to placeholder or click icon to addTFC approach to solving a TPBVP

• TFC derives expressions, called constrained expression, with an 
embedded set of n linear constraints 

• TFC has been successfully applied to solve linear [Mortari 2018], 
and nonlinear [Mortari and Johnston 2018] differential equations
– Solutions computed via least-squares (iterative for the nonlinear case)
– Machine error accuracy in milliseconds

constrained optimization problem that can be solved via any of the available numerical algorithms that have
the potential to find a local minimum (e.g. thrust region method [1]). Whereas direct methods have been
applied to solve a large variety of optimal control problems, the general NLP problem is considered to be
NP-hard, i.e. non deterministic polynomial time hard. NP-hard problems imply that the required amount
of computational time needed to find the optimal solution does not have a predetermined bound (i.e. a
bound cannot be a priori determined). NP-hard problems are such that the computational time necessary
to converge to the solution is not known. As a consequence, the lack of assured convergence may result in
questioning the reliability of the proposed approach. Since for optimal closed loop space guidance, most
of the problems require computing numerical solutions on board and in real time, general algorithms that
solve NLP problems cannot be reliably implemented. More recently, researchers have been experimenting
with transforming optimal control problem from a general non convex formulation into a convex optimiza-
tion problem [2, 3]. Here, the goal is to take advantage of the assured convex convergence properties.
Indeed, convex optimization problems are shown to be computationally tractable as their related numerical
algorithms guarantee convergence to a global optimal solution in a polynomial time. The general convex
methodology requires that the optimal guidance problem is formulated as convex optimization whenever
appropriate or convexification techniques are applied to transform the problem from a non-convex into a
convex one. Such methodologies have been proposed and applied to solve optimal guidance and control via
direct method in a large variety of problems including, planetary landing [2, 3], entry atmospheric guidance
[4], and low thrust [5].

Alternatively, a second approach to solve optimal control and guidance problems has been generally applied
to a variety of optimal control problems. Named indirect method, the approach applies optimal control
theory (i.e. Pontryagin Minimum Principle) to formally derive the first-order necessary conditions that must
be satisfied by the optimal solution (state and control). The problem is cast as a Two Point Boundary Value
Problem (TPBVP) that must be solved to determine the time evolution of state and costate from which the
control generally depends. For general nonlinear problems the necessary conditions result in a complicate
set of equations and conditions. The resulting TPBVP tends to be highly sensitive to the initial guess on
the costates making the problem very hard to solve. Although indirect methods are known to yield more
accurate optimal solutions, they are very hard to implement and less used in practice (with respect to direct
methods).

Recently, a new approach [6] called Theory of Functional Connections (TFC)1 to derive expressions, called
constrained expression, with embedded constraints has been derived. This approach has been successfully
applied to solve both linear [7] and nonlinear [8] differential equations, and IVP and BVP, at machine error
accuracy and in milliseconds. The solution has been obtained by linear least-squares. TFC is a general
methodology that provide functional interpolation with an embedded set of n linear constraints. Such
expressions can be expressed in the following general form:

y(t) = g(t) +
nX

k=1

⌘k qk(t) = g(t) + ⌘Tq(t) (1)

1This theory, initially called “Theory of Connections” (ToC), has been renamed for two reasons. First, the “Theory of Con-
nections” already identifies a specific theory in differential geometry, and second, what this theory is actually doing is “Functional
Interpolation” as it provides all functions satisfying a set of constraints in term of function and any derivative in rectangular domains
of n-dimensional space.
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• Consider the following second-order boundary value problem:

Here, the qk(t) are n assigned linearly independent functions and the g(t) is a free function. The ⌘k are
coefficient functions that are derived by imposing the set of n constraints. The constraints considered in
the TFC are any linear combination of the functions and/or derivatives evaluated at specified values of the
variable t. The constraints of the differential equation to be solved enable to directly derive the unknown
coefficient functions, ⌘k. Once the vector of the unknown ⌘ is determined, the constraints for the differential
equations are satisfied for any possible g(t).

The constrained expressions thus obtained can be used to transform constrained optimization problem in un-
constrained. This implies to reduce the whole solution search space to just the space of admissible solutions,
those fully complying with all constraints. In optimization this has been done by expanding the free function
by a set of basis functions (e.g., Fourier series or orthogonal polynomials, such as Legendre or Chebyshev
polynomials) whose coefficients are found by direct application of a least-squares algorithms. Nonlinear
initial or boundary value problems require the implementation of an iterative least-squares approach to con-
verge to the desired solution [8].

In this paper, we propose a new method based on TFC that can compute fuel-efficient trajectories fast and
accurately. After deriving the TPBVP arising from the fuel-efficient powered descent guidance necessary
conditions, the TFC is employed to generate a set of boundary condition-free equations that can be solved by
expanding the solution in Chebyshev polynomials and computing the expansion coefficients using Iterative
Least Square (ILS) method. The proposed methodology is shown to be fast, accurate and thus potentially
suitable for on-board generation of optimal landing trajectories on planetary bodies.

TFC APPROACH TO SOLVING A TPBVP

A simple example of the TFC is shown here for the convenience of the reader, but the details can be found
in [6,8]. Let us consider solving a second-order boundary value problem such that,

F (t, y, ẏ, ÿ) = 0 subject to:

(
y(t0) = y0

y(tf ) = yf

The constrained expression can be searched using Eq. (1) where h1(t) = 1 and h2(t) = t (see Ref. [6,8]
for details of this decision),

y(t) = g(t) + ⌘1 + ⌘2 t. (2)

By applying the constraints, we are left with a system of equation,
⇢
y0 � g0

yf � gf

�
=


1 t0

1 tf

�⇢
⌘1

⌘2

�
.

By inverting the matrix we can solve for the unknown ⌘ values which are,

⌘1 =
1

tf � t0

h
tf

⇣
y0 � g0)

⌘
� t0

⇣
yf � gf )

⌘i

⌘2 =
1

tf � t0

h⇣
yf � gf

⌘
�
⇣
y0 � g0)

⌘i
,
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• According to the literature [Mortari 2018] we have the following constrained 
expression: 
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• By applying the constraints we get: 

Here, the qk(t) are n assigned linearly independent functions and the g(t) is a free function. The ⌘k are
coefficient functions that are derived by imposing the set of n constraints. The constraints considered in
the TFC are any linear combination of the functions and/or derivatives evaluated at specified values of the
variable t. The constraints of the differential equation to be solved enable to directly derive the unknown
coefficient functions, ⌘k. Once the vector of the unknown ⌘ is determined, the constraints for the differential
equations are satisfied for any possible g(t).

The constrained expressions thus obtained can be used to transform constrained optimization problem in un-
constrained. This implies to reduce the whole solution search space to just the space of admissible solutions,
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accurately. After deriving the TPBVP arising from the fuel-efficient powered descent guidance necessary
conditions, the TFC is employed to generate a set of boundary condition-free equations that can be solved by
expanding the solution in Chebyshev polynomials and computing the expansion coefficients using Iterative
Least Square (ILS) method. The proposed methodology is shown to be fast, accurate and thus potentially
suitable for on-board generation of optimal landing trajectories on planetary bodies.

TFC APPROACH TO SOLVING A TPBVP

A simple example of the TFC is shown here for the convenience of the reader, but the details can be found
in [6,8]. Let us consider solving a second-order boundary value problem such that,

F (t, y, ẏ, ÿ) = 0 subject to:
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y(t0) = y0

y(tf ) = yf

The constrained expression can be searched using Eq. (1) where h1(t) = 1 and h2(t) = t (see Ref. [6,8]
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• Thus, the constrained expression and its derivatives become:

(2)

and can be plugged into Eq. (2) to arrive at the final constrained expression,

y(t) = g(t) +
tf � t

tf � t0
(y0 � g0) +

t� t0

tf � t0
(yf � gf ), (3)

which represents all possible functions satisfying the boundary value constraints. Furthermore, the deriva-
tives follow, 8

>>>>>><

>>>>>>:

ẏ(t) = ġ(t)� 1

tf � t0
(y0 � g0) +

1

tf � t0
(yf � gf )

ÿ(t) = g̈(t)
...

y
(n)(t) = g

(n)(t)

The constrained expression defined by Eq. (3) and its derivatives can then be applied to a differential
equation which, in general, can be expressed as,

F (t, y, ẏ, ÿ) = 0 (4)

By substituting Eq. (3) into Eq. (4), the differential equation is transformed to an new differential equa-
tion we define as F̃ , which is only a function of the independent variable t and the free-function g(t)
where,

F̃ (t, g, ġ, g̈) = 0.

This differential equation is unique because it is subject to no constraints and will always satisfy the
boundary-values. In order to solve this problem numerically, we define the function g(t) as some know
basis with unknown coefficients such that,

g(t) = ⇠Th(x(t)) (5)

where ⇠ is a m⇥1 vector of unknown coefficients where m is the number of basis functions. In general, the
basis functions are defined on an inconsistent domain (Chebyshev and Legendre polynomials are defined on
x 2 [�1,+1], Fourier series is defined on x 2 [�⇡,+⇡], etc.) so these functions must be linearly mapped
to the independent variable t. This can be done using the equations,

x = x0 +
xf � x0

tf � t0
(t� t0) $ t = t0 +

tf � t0

xf � x0
(x� x0).

The subsequent derivatives the the free-function defined in Eq. (5) follow,

dngi
dtn

= ⇠T dnh(x)
dxn

✓
dx
dt

◆n

,

where by defining,

c :=
dx
dt

=
xf � x0

tf � t0

the expression can be simplified to,
dngi
dtn

= c
n⇠T dnh(x)

dxn
,

4
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ÿ(t) = g̈(t)
...

y
(n)(t) = g

(n)(t)

The constrained expression defined by Eq. (3) and its derivatives can then be applied to a differential
equation which, in general, can be expressed as,
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• By plugging into equation (1) we get:
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• By discretizing the differential equation domain and defining the free function g(t) as 
some known basis function (Chebyshev polynomials for this work) with unknown 
coefficients, 𝑔 𝑡 = 𝜉%ℎ 𝑥 𝑡 , equation (2) reduces to: 

which defines all mappings of the free-function. Lastly, the domain t 2 [t0, tf ] must be discretized by
N points. In this paper, and prior papers we consider the linear basis h(x) as Chebysehv or Legendre
polynomials. The optimal distribution of points is provided by collocation points [9, 10], defined as,

xk = � cos

✓
k⇡

N

◆
for k = 1, 2, ..N. (6)

As compared to the uniform distribution point, the collocation point distribution allows a much slower
increase of the condition number as the number of basis functions, m, increases. By defining the free
function in this way and then discretizing the domain of the differential equations, F̃ become

F̃ (⇠) = 0,

which is a function (linear or nonlinear) of the unknown parameters ⇠ of which many optimization schemes
can be applied. For this paper, an iterative least-squares technique is used.

OPTIMAL POWERED DESCENT PINPOINT LANDING PROBLEM

In the powered descent pinpoint landing guidance on large bodies (e.g. the Moon or Mars) the system
dynamics during the power descent is modeled as follows:

ṙ = v

v̇ = ag +
T

m

ṁ = �↵T

(7)

where ↵ = 1
vex

, vex is the effective exhaust velocity of the rocket engine that is considered constant [11],
T = ||T ||

1
2 , and T = T t̂ is the thrust and it is defined as follow:

0  Tmin  T  Tmax

||t̂|| = 1

ag is the gravity acceleration and it is assumed to be constant. We have two boundary conditions to meet 1)
r(0) = r0,v(0) = v0,m(0) = m0 at t0 = 0, and 2) r(tf ) = rf ,v(tf ) = vf at tf .

The goal is to minimize the mass of propellant:

minimize
T,tf

↵

Z tf

0
T d⌧

subject to fi(t)  bi, i = 1, . . . ,m.

5

(3)

• (3) is a loss function that is solved for 𝜉 via different optimization schemes
– Iterative least-square (ILS) for nonlinear differential equations 
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• The system dynamics during the power descent on large bodies is given by:

which defines all mappings of the free-function. Lastly, the domain t 2 [t0, tf ] must be discretized by
N points. In this paper, and prior papers we consider the linear basis h(x) as Chebysehv or Legendre
polynomials. The optimal distribution of points is provided by collocation points [9, 10], defined as,

xk = � cos

✓
k⇡

N

◆
for k = 1, 2, ..N. (6)

As compared to the uniform distribution point, the collocation point distribution allows a much slower
increase of the condition number as the number of basis functions, m, increases. By defining the free
function in this way and then discretizing the domain of the differential equations, F̃ become

F̃ (⇠) = 0,

which is a function (linear or nonlinear) of the unknown parameters ⇠ of which many optimization schemes
can be applied. For this paper, an iterative least-squares technique is used.

OPTIMAL POWERED DESCENT PINPOINT LANDING PROBLEM

In the powered descent pinpoint landing guidance on large bodies (e.g. the Moon or Mars) the system
dynamics during the power descent is modeled as follows:
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polynomials) whose coefficients are found by direct application of a least-squares algorithms. Nonlinear
initial or boundary value problems require the implementation of an iterative least-squares approach to
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conditions, the ToC is employed to generate a set of boundary condition-free equations that can be solved by
expanding the solution in chebyshev polynomials and computing the expansion coefficients using Iterative
Least Square (ILS) method. The proposed methodology is shown to be fast, accurate and thus potentially
suitable for on-board generation of optimal landing trajectories on planetary bodies.
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which defines all mappings of the free-function. Lastly, the domain t 2 [t0, tf ] must be discretized by
N points. In this paper, and prior papers we consider the linear basis h(x) as Chebysehv or Legendre
polynomials. The optimal distribution of points is provided by collocation points [9, 10], defined as,

xk = � cos

✓
k⇡

N

◆
for k = 1, 2, ..N. (6)
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increase of the condition number as the number of basis functions, m, increases. By defining the free
function in this way and then discretizing the domain of the differential equations, F̃ become

F̃ (⇠) = 0,
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• The goal is to minimize the mass of propellant:

minimize
T,tf

↵

Z tf

0
T d⌧

Pontryagyn Minimum Principle: Hamiltonian

States and co-states are function of time (we give it for granted for the sake of simplicity in the nota-
tion).

H = ↵T + �
T
rv + �

T
v

✓
g +

T

m
t̂

◆
� �m↵T (3)

Optimality

The Lagrangian is:

L = H + µ
T
h(T ) (4)

where :

µ =

"
µ1

µ2

#
� 0

and

h(T ) =

"
h1

h2

#
=

"
T � Tmax

Tmin � T

#
 0

By plugging into L we get:

L = ↵T + �r
T
v + �v

T

✓
g +

T

m
t̂

◆
� �m↵T + µ1(T � Tmax) + µ2(Tmin � T )

By taking @L
@t̂

and setting it equal to zero we get that the thrust direction is :

t̂ = � �v

||�v||
(5)

Thus L becomes:

4

where 𝛂 is the reciprocal of the effective exhaust velocity of 
the rocket engine

Differential Equations Constraints
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• The necessary conditions for the optimal control problem calls for the Hamiltonian 

• From the optimal control theory is proved that:
– The thrust direction is: 
– The thrust profile is bang-bang 

Pontryagyn Minimum Principle: Hamiltonian, Co-state Equations, and Optimal Thrust

According to the Pontryagyn minimum principle theory the necessary conditions for the optimal control
problem requests the Hamiltonian H [11] (states and co-states are function of time and we give it for granted
for the sake of simplicity in the notation):

H = ↵T + �T
rv + �T

v

✓
ag +

T

m
t̂

◆
� �m↵T (8)

from which the co-state equations follow:

�̇r = �@H

@r
= 0 (9)

�̇v = �@H

@v
= ��r (10)

�̇m = �@H

@m
= � T

m2
||�v|| (11)

From the optimal control theory [11] it is proved that the thrust direction is:

t̂ = � �v

||�v||
(12)

and that the thrust magntitude can switch between min-max only twice at the most, that is, the thrust
magnitude has a bang-bang profile max-min-max. Therefore, we can write the thrust magnitude as func-
tion of time with t1 and t2 as parameters, where t1 and t2 are the times where the switches happen; i.e.
T = T (t; t1, t2).

TPBVP definition

Finally, considering the co-state equations derived in the previous subsection, our whole TPBVP becomes:

ṙ = v

v̇ = ag �
T (t; t1, t2)

m(t)

�v

||�v||
ṁ = �↵T (t; t1, t2)

�̇r = 0

�̇v = ��r

�̇m = �T (t; t1, t2)

m2
||�v||
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• From the Hamiltonian we derive the co-state equations
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C. Numerical Implementation
The seven nonlinear algebraic equations obtained in Sec. IV.B

form amultivariable root-finding problemwhere the unknownvector
z is to be found to satisfy a system of seven equations:

f!z" # 0 (50)

Although a number of possible numerical methods exist for
solving the system in Eq. (50), such as theNewton–Raphsonmethod,
our finding is that the dogleg trust-region method by Powell [28] is
much more robust in offering reliable convergence for our problems.
Note that the vector function f in Eq. (50) has closed-form
expression, and the Jacobian ∂f∕∂z can also be analytically
evaluated. Although this is not a problemwhere a guarantee exists for
finding the zero of the nonlinear system, it is an ongoing effort of ours
to develop techniques to further enhance the solution process to the
point where convergence is practically assured (i.e., convergence in
all but the most difficult points along a trajectory). In an event when
convergence is not achieved, the guidance solution can still be
obtained by propagating the costate from Eq. (36) using the
previously converged λ0.
An initial guess z0 is required by the root-finding method in the

very first solution of the problem. For the powered descent problem,
the following choice of the initial costate for a “cold start” is
suggested:

p!0"
V0

# −
V0

kV0k
; p!0"

r0 # 0 (51)

The rationale for the choice of p!0"
V0

rests with the conclusion that
the direction of pV is the direction of the optimal thrust vector [cf.
Eq. (35)]. For powered descent, the thrust is likely to be nearly along
the opposite direction of the velocity vector, i.e., pV ≈ − c!t"V with a
coefficient c!t" > 0. The selection of c!t0" # 1∕kV0k in Eq. (51)
simply provides a desirable scaling of p!0"

V0
. The choice of p!0"

r0 is
somewhat arbitrary. But becausep 0

V # − pr byEq. (34), the choice of
p!0"
r0 # 0 implies a reasonable expectation that pV does not change

rapidly from p!0"
V0
, at least initially.

The time of flight tf may be desired to be bounded by an upper and
lower bound. In our implementation for any unknown u that is
bounded by given bounds u min ≤ u ≤ u max , a transformation is used:

u # u max $ u min

2
$ u max − u min

2
sin η (52)

and the algorithm works to find the unconstrained variable η instead.

D. Onboard Computational Viability

The computation required to solve the root-finding problem in the
preceding subsection is well within the capability of modern flight
computers. As a comparison, UPG runs at least an order ofmagnitude
faster than the fully numerical predictor–corrector entry guidance
(FNPEG) algorithm reported in [29,30]. Benchmark evaluations of
the computation requirements of FNPEG concluded that the
computation was comparable to the current primary entry guidance
algorithm for the Orion spacecraft [30]. In a different application,
FNPEG was successfully implemented in flight software in a flight
processor and demonstrated in real-time executions [31]. The fact
that UPG is considerably faster still than FNPEG provides
confidence in the onboard computational viability of the algorithm.

V. Optimal Thrust Profile and Burn Times
A. Structure of Fuel-Optimal Thrust Magnitude Profile

In a one-dimensional fuel-optimal descent problem, it is known
that the optimal thrust magnitude is piecewise constant, either at the
upper or lower bound, and the thrust has at most one switch between
the two bounds [32,33]. For a class of two-dimensional (2-D) optimal
rocket flight problems that include the 2-D fuel-optimal powered
descent problem in a constant gravity field, the thrust magnitude is

also bang–bang type but can have up to two switches [34]. The
questions to which we seek answers are as follows.
1) For the three-dimensional fuel-optimal problems as posed in

Sec. II, is the optimal thrust magnitude profile still bang–bang?
2) What is the maximum possible number of switches in the thrust

magnitude profile, if the answer to 1 is positive?
The answers will help greatly simplify the design of the fuel-

optimal guidance algorithm. The answers are summarized in the
following proposition.
Proposition: In a constant gravity field, the three-dimensional

optimal powered descent problems formulated in Sec. II have a
piecewise constant thrust magnitude profile, either at Tmax or Tmin .
No other intermediate value (constant or time-varying) over a finite
time period is optimal. Moreover, there are at most two switches in
the optimal thrust magnitude between the upper and lower bounds of
the thrust; thus, the problems have at most three subarcs of constant
thrust magnitudes (at the upper or lower bound).
Proof: The details of the proof are provided in the Appendix.
Based on the conclusion in the proposition, in UPG the default

thrust magnitude structure is as shown in Fig. 1. The switch times t1
and t2 and the final time tf are all to be found as part of the optimal
solution. Note that by allowing the possibilities of t1 # 0, t2 # t1,
and tf # t2, this thrust structure may lead to special-case sequences
of Tmin − Tmax , Tmax , Tmin , and Tmax − Tmin . The only possibility
among all three-arc thrust structures not included in a variation of the
profile in Fig. 1 is the sequence of Tmin − Tmax − Tmin . However, by
examining the curvature of the switching function, Rea [35] shows
that the Tmax − Tmin − Tmin thrust structure can be excluded from the
optimal solution. A physical argument to support this conclusion can
also be easily made for a sufficiently small Tmin . For example, if
Tmin # 0, the powered descent trajectory cannot possibly end with
T # Tmin (free fall) because the final velocity constraints will not be
met with a zero (or small) thrust acceleration. Indeed, existing
numerical results on fuel-optimal powered descent trajectories in the
literature [10,12,13,16–18] all confirm this conclusion. Therefore,
the generic three-arc thrust structure in Fig. 1 captures all the possible
cases in fuel-optimal powered descent.

B. Optimal Burn Times

The determination of the optimal switching times t1 and t2 in Fig. 1
in principle may be found by computing the switching function (see
Appendix). But this is an unreliable way because slightly less perfect
initial guesses could dramatically alter the resulting thrust magnitude
profile, making convergence difficult to achieve. The outer-loop
minimization method described later is much more robust and
efficient.
For specified switching times t1 and t2, the basic algorithm

outlined in Sec. IV will find the corresponding optimal solution
including the optimal values for tf and the performance index. For
now, let us assume that t1 is fixed. Therefore, the optimal
performance index is a univariate function of t2; for a given value of
t2, the optimal performance index has a corresponding value. Denote
the optimal performance index by J%!t2" corresponding to the given
t2 to signify its dependence on t2. Evaluating J%!t2" is fast because
the basic algorithm finds the solution very rapidly. An outer loop is
built around the basic algorithm to update the value of t2 and further
reduce the value of J%!t2" over t2. This outer loop is exited once

Fig. 1 Default thrust magnitude profile.
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Pontryagyn Minimum Principle: Hamiltonian, Co-state Equations, and Optimal Thrust
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subject to 

is determined by expanding the function in an appropriate set of orthogonal polynomials (e.g., Chebyshev
polynomials) whose coefficients are found by direct application of a least-squares algorithms. Nonlinear
initial or boundary value problems require the implementation of an iterative least-squares approach to
converge to the desired solution.8

In this paper, we propose a new method based on ToC that can compute fuel-efficient trajectories fast and
accurately. After deriving the TPBVP arising from the fuel-efficient powered descent guidance necessary
conditions, the ToC is employed to generate a set of boundary condition-free equations that can be solved by
expanding the solution in chebyshev polynomials and computing the expansion coefficients using Iterative
Least Square (ILS) method. The proposed methodology is shown to be fast, accurate and thus potentially
suitable for on-board generation of optimal landing trajectories on planetary bodies.

PROBLEM FORMULATION

We consider the problem of powered descent guidance on a large body (e.g. Mars) and model the system
dynamics during the power descent as follows:

ṙ = v

v̇ = g +
T

m

ṁ = �↵T

(2)

where T = (||T ||)
1
2 .

T = T t̂ is the thrust and it is defined as follow:

0  Tmin  T  Tmax

||t̂|| = 1

g is the gravity acceleration and it is assumed to be constant. We have two boundary conditions (BCs) at the
initial t0 = 0 and final tf time.

At t0 = 0:
r(0) = r0

v(0) = v0

m(0) = m0

At tf :

r(tf ) = rf

v(tf ) = vf

The goal is to minimize the mass of propellant:

3

ṙ = v

v̇ = g � T (t; t1, t2)

m(t)

�v

||�v||
ṁ = �↵T (t; t1, t2)

�̇r = 0

�̇v = ��r

˙�m = �T (t; t1, t2)

m2
||�v||

At t0 = 0:

r(0) = r0

v(0) = v0

m(0) = m0

At tf :

r(tf ) = rf

v(tf ) = vf

�m(tf ) = 0

By noting that:

1. ˙�m does not play any role once the thrust structure is defined (it only plays a role if � is used)

2. m(t) = m0 � ↵
R t
0 T (⌧ ; t1, t2)d⌧ ; where :

Z t

0
T (⌧ ; t1, t2)d⌧ = Tmax(t� t2 + t1) + Tmin(t2 � t1)

with t > t2 > t1. Thus m(t) = m0 � ↵ [Tmax(t� t2 + t1) + Tmin(t2 � t1)]

only the equations for r, v, �r, and �v are considered. Thus the TPBVP becomes:

ṙ = v (15)

v̇ = g � �(t)
�v

||�v||
(16)

�̇r = 0 (17)

�̇v = ��r (18)

7

• Two equations are redundant 
once the thrust profile is known:

subject to r(0) = r0,v(0) = v0,m(0) = m0 at t0 = 0, and r(tf ) = rf ,v(tf ) = vf ,�m(tf ) = 0 at tf .
However, by noting that 1) �̇m does not play any role once the thrust structure is defined, and the mass
m(t) is known once the thrust profile is known; only the equations for r, v, �r, and �v need to be solve via
TFC.

SOLUTION OF THE MOTION EQUATIONS VIA TFC

Formulation

With the simplifications introduced in the previous section, the TPBVP to be solved via TFC becomes:

ṙ = v (13)

v̇ = ag � �(t)
�v

||�v||
(14)

�̇r = 0 (15)

�̇v = ��r (16)

subject to r(0) = r0,v(0) = v0 at t0 = 0, and r(tf ) = rf ,v(tf ) = vf at tf .

Initially we tried to formulate the problem via TFC using the same approach used for the energy-optimal
guidance [12], as that formulation has an extremely straightforward implementation. However this approach
leads to non-accurate solutions due to the thrust bang–bang profile, as will be shown in the results section.
To overcome the issues due to the thrust profile, we tackled the problem via the piecewise TFC approach
[13]. To be noticed that still few equations are redundant and can be removed completely via the TFC
constrained expression to further simplify the solution of this nonlinear system of equations. First, TFC
constrained expression are analytical expressions meaning that derivative of a constrained expression for
r(t) is exactly the function v(t). Therefore, the differential equation expressed by Eq. (13) is unnecessary
and can be disregarded. Similarly, the equations for �̇r and �̇v can be simplified. First, let us express
the vector equations as three scalar equations each where the index i represents the individual components.
Using this notation we can expand �v such that,

�vi = a0i + a1it = hT
�⇠�i , for i = 1, 2, 3 (17)

which satisfies Eqs. (15-16) through

�̇vi = a1i

�̇vi = ��ri = �a1i

This process reduces the problem to the solution of a single differential equation expressed by Eq. (14).
Rewriting this differential equation in index notation and and collecting all terms on one side, a loss function
can be defined which is based on the residuals of the differential equation,

Li = ai � agi + �(t)
�vi

⇣P3
j=1 �

2
vj

⌘ 1
2

, for i = 1, 2, 3 (18)
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subject to 

At t0 = 0:

r(0) = r0

v(0) = v0

At tf :

r(tf ) = rf

v(tf ) = vf

where:

�(t) =
T (t; t1, t2)

m0 � ↵
R t
0 T (⌧ ; t1, t2)d⌧

=
T (t; t1, t2)

m0 � ↵[Tmax(t� t2 + t1) + Tmin(t2 � t1)]

Solving Procedure

The approach to solve our problem is the following:

1. given t1, t2, and tf solve for r,v,�r, and �v via Theory of Connections (ToC)6

2. solve for tf by zero-finding on the transversality condition:

H(tf ) = 0

3. finding t1 and t2 (outer-loop) via cost function optimization:

minimize
t1,t2

J2(t1, t2) = ↵

Z tf

0
T (⌧ ; t1, t2)d⌧

The procedure is then repeated till convergence.

TOC FORMULATION

Again, the TPBVP to be reformulated is:

ṙ = v (19)

v̇ = g � �(t)
�v

||�v||
(20)

�̇r = 0 (21)

�̇v = ��r (22)
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At t0 = 0:

r(0) = r0

v(0) = v0

At tf :

r(tf ) = rf

v(tf ) = vf

The constrained expression, according to8 and,9 for states and co-states are:

r(t) = gr(t) +
t� tf

t0 � tf
[r0 � gr0] +

t� t0

tf � t0
[rf � grf ] (23)

v(t) = gv(t) +
t� tf

t0 � tf
[v0 � gv0] +

t� t0

tf � t0
[vf � gvf ] (24)

�r(t) = g�r(t) (25)

�v(t) = g�v(t) (26)

By defining �t = tf � t0 we get:

r(t) = gr(t)�
t� tf

�t
[r0 � gr0] +

t� t0

�t
[rf � grf ] (27)

v(t) = gv(t)�
t� tf

�t
[v0 � gv0] +

t� t0

�t
[vf � gvf ] (28)

�r(t) = g�r(t) (29)

�v(t) = g�v(t) (30)

By taking the derivatives with respect t:

ġr �
r0 � gr0

�t
+

rf � grf

�t
= gv(t)�

t� tf

�t
[v0 � gv0] +

t� t0

�t
[vf � gvf ] (31)
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TPBVP to be solved via TFC
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• TFC constrained expressions are analytical expressions, therefore:
– The derivative of the constrained expression for 𝒓(𝑡) is exactly 𝒗(𝑡)
– The derivative of the constrained expression for 𝝀!(𝑡) is exactly −𝝀"(𝑡)

• The TPBVP further simplifies to a single differential equation:

subject to r(0) = r0,v(0) = v0,m(0) = m0 at t0 = 0, and r(tf ) = rf ,v(tf ) = vf ,�m(tf ) = 0 at tf .
However, by noting that 1) �̇m does not play any role once the thrust structure is defined, and the mass
m(t) is known once the thrust profile is known; only the equations for r, v, �r, and �v need to be solve via
TFC.

SOLUTION OF THE MOTION EQUATIONS VIA TFC

Formulation

With the simplifications introduced in the previous section, the TPBVP to be solved via TFC becomes:

ṙ = v (13)

v̇ = ag � �(t)
�v

||�v||
(14)

�̇r = 0 (15)

�̇v = ��r (16)

subject to r(0) = r0,v(0) = v0 at t0 = 0, and r(tf ) = rf ,v(tf ) = vf at tf .

Initially we tried to formulate the problem via TFC using the same approach used for the energy-optimal
guidance [12], as that formulation has an extremely straightforward implementation. However this approach
leads to non-accurate solutions due to the thrust bang–bang profile, as will be shown in the results section.
To overcome the issues due to the thrust profile, we tackled the problem via the piecewise TFC approach
[13]. To be noticed that still few equations are redundant and can be removed completely via the TFC
constrained expression to further simplify the solution of this nonlinear system of equations. First, TFC
constrained expression are analytical expressions meaning that derivative of a constrained expression for
r(t) is exactly the function v(t). Therefore, the differential equation expressed by Eq. (13) is unnecessary
and can be disregarded. Similarly, the equations for �̇r and �̇v can be simplified. First, let us express
the vector equations as three scalar equations each where the index i represents the individual components.
Using this notation we can expand �v such that,

�vi = a0i + a1it = hT
�⇠�i , for i = 1, 2, 3 (17)

which satisfies Eqs. (15-16) through

�̇vi = a1i

�̇vi = ��ri = �a1i

This process reduces the problem to the solution of a single differential equation expressed by Eq. (14).
Rewriting this differential equation in index notation and and collecting all terms on one side, a loss function
can be defined which is based on the residuals of the differential equation,

Li = ai � agi + �(t)
�vi

⇣P3
j=1 �

2
vj

⌘ 1
2

, for i = 1, 2, 3 (18)
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By inverting this matrix and solving for the unknown vectors of ⌘i, the constrained expression takes the
following form,

ri = gi + ⌦1(r0i � g0i) + ⌦2(rfi � gfi) + ⌦3(v0i � ġ0i) + ⌦4(vfi � ġfi)

vi = ġi + ⌦̇1(r0i � g0i) + ⌦̇2(rfi � gfi) + ⌦̇3(v0i � ġ0i) + ⌦̇4(vfi � ġfi)

ai = g̈i + ⌦̈1(r0i � g0i) + ⌦̈2(rfi � gfi) + ⌦̈3(v0i � ġ0i) + ⌦̈4(vfi � ġfi)

(19)

where the ⌦ parameters are solely a function of the independent variable and act as switching functions
to force the expression to always satisfy the specified constraints. These functions and their associated
derivatives are summarized in Table 1 where we define �t := sf � s0 and t

⇤ := t� s0

⌦1(t, s0, sf ) ⌦2(t, s0, sf ) ⌦3(t, s0, sf ) ⌦4(t, s0, sf )

(·) 1 +
2t3⇤
�t3

� 3t2⇤
�t2

� 2t3⇤
�t3

+
3t2⇤
�t2

t⇤ +
t
3
⇤

�t2
� 2t2⇤

�t

t
3
⇤

�t2
� t

2
⇤

�t

d

dt
(·) 6t2⇤

�t3
� 6t⇤

�t2
� 6t2⇤
�t3

+
6t⇤
�t2

1 +
3t2⇤
�t2

� 4t⇤
�t

3t2⇤
�t2

� 2t⇤
�t

d
2

dt2
(·) 12t⇤

�t3
� 6

�t2
�12t⇤
�t3

+
6

�t2

6t⇤
�t2

� 4

�t

6t⇤
�t2

� 2

�t

Table 1: Switching functions derived through the TFC approach for state and derivative boundary-value
problem. These functions are solely a function of the independent variable t.

The constrained expression detailed by Eq. (19) can be used as a template to write the constrained expres-
sions for each segment of the solution trajectory. In order to explicitly identify the segment, the presuper-
script notation will be used. For example, (1)

ri describes the position constrained expression for the first
segment defined on t 2 [t0, t1]. For this problem, s = 1 is defined on t 2 [t0, t1], s = 2 is defined on
t 2 [t1, t2], and s = 3 is defined on t 2 [t2, tf ]. Using this formulation, the constrained expressions of
position for each segment are,
(1)

ri =
(1)

gi +
(1)⌦1

⇣
r0i � (1)

g0i

⌘
+ (1)⌦2

⇣
r1i � (1)

gfi

⌘
+ (1)⌦3

⇣
v0i � (1)

ġ0i

⌘
+ (1)⌦4

⇣
v1i � (1)

ġfi

⌘

(2)
ri =

(2)
gi +

(2)⌦1

⇣
r1i � (2)

g0i

⌘
+ (2)⌦2

⇣
r2i � (2)

gfi

⌘
+ (2)⌦3

⇣
v1i � (2)

ġ0i

⌘
+ (2)⌦4

⇣
v2i � (2)

ġfi

⌘

(3)
ri =

(3)
gi +

(3)⌦1

⇣
r2i � (3)

g0i

⌘
+ (3)⌦2

⇣
rfi � (3)

gfi

⌘
+ (3)⌦3

⇣
v2i � (3)

ġ0i

⌘
+ (3)⌦4

⇣
vfi � (3)

ġfi

⌘

where the derivative of these functions follow the form of Eq. (19). Now, the function of gi can also be
expressed as a linear basis such that,

gi = hT⇠i for i = 1, 2, 3.
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subject to r(0) = r0,v(0) = v0,m(0) = m0 at t0 = 0, and r(tf ) = rf ,v(tf ) = vf ,�m(tf ) = 0 at tf .
However, by noting that 1) �̇m does not play any role once the thrust structure is defined, and the mass
m(t) is known once the thrust profile is known; only the equations for r, v, �r, and �v need to be solve via
TFC.

SOLUTION OF THE MOTION EQUATIONS VIA TFC

Formulation

With the simplifications introduced in the previous section, the TPBVP to be solved via TFC becomes:

ṙ = v (13)

v̇ = ag � �(t)
�v

||�v||
(14)

�̇r = 0 (15)

�̇v = ��r (16)

subject to r(0) = r0,v(0) = v0 at t0 = 0, and r(tf ) = rf ,v(tf ) = vf at tf .

Initially we tried to formulate the problem via TFC using the same approach used for the energy-optimal
guidance [12], as that formulation has an extremely straightforward implementation. However this approach
leads to non-accurate solutions due to the thrust bang–bang profile, as will be shown in the results section.
To overcome the issues due to the thrust profile, we tackled the problem via the piecewise TFC approach
[13]. To be noticed that still few equations are redundant and can be removed completely via the TFC
constrained expression to further simplify the solution of this nonlinear system of equations. First, TFC
constrained expression are analytical expressions meaning that derivative of a constrained expression for
r(t) is exactly the function v(t). Therefore, the differential equation expressed by Eq. (13) is unnecessary
and can be disregarded. Similarly, the equations for �̇r and �̇v can be simplified. First, let us express
the vector equations as three scalar equations each where the index i represents the individual components.
Using this notation we can expand �v such that,

�vi = a0i + a1it = hT
�⇠�i , for i = 1, 2, 3 (17)

which satisfies Eqs. (15-16) through

�̇vi = a1i

�̇vi = ��ri = �a1i

This process reduces the problem to the solution of a single differential equation expressed by Eq. (14).
Rewriting this differential equation in index notation and and collecting all terms on one side, a loss function
can be defined which is based on the residuals of the differential equation,

Li = ai � agi + �(t)
�vi

⇣P3
j=1 �

2
vj

⌘ 1
2

, for i = 1, 2, 3 (18)
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• The Ω parameters are solely function of 𝑡 and are switching functions (derived 
through TFC) to force the expression to always satisfy the constraints

(4)
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By inverting this matrix and solving for the unknown vectors of ⌘i, the constrained expression takes the
following form,

ri = gi + ⌦1(r0i � g0i) + ⌦2(rfi � gfi) + ⌦3(v0i � ġ0i) + ⌦4(vfi � ġfi)

vi = ġi + ⌦̇1(r0i � g0i) + ⌦̇2(rfi � gfi) + ⌦̇3(v0i � ġ0i) + ⌦̇4(vfi � ġfi)

ai = g̈i + ⌦̈1(r0i � g0i) + ⌦̈2(rfi � gfi) + ⌦̈3(v0i � ġ0i) + ⌦̈4(vfi � ġfi)

(19)

where the ⌦ parameters are solely a function of the independent variable and act as switching functions
to force the expression to always satisfy the specified constraints. These functions and their associated
derivatives are summarized in Table 1 where we define �t := sf � s0 and t

⇤ := t� s0

⌦1(t, s0, sf ) ⌦2(t, s0, sf ) ⌦3(t, s0, sf ) ⌦4(t, s0, sf )

(·) 1 +
2t3⇤
�t3

� 3t2⇤
�t2

� 2t3⇤
�t3

+
3t2⇤
�t2

t⇤ +
t
3
⇤

�t2
� 2t2⇤

�t

t
3
⇤

�t2
� t

2
⇤

�t

d

dt
(·) 6t2⇤

�t3
� 6t⇤

�t2
� 6t2⇤
�t3

+
6t⇤
�t2

1 +
3t2⇤
�t2

� 4t⇤
�t

3t2⇤
�t2

� 2t⇤
�t

d
2

dt2
(·) 12t⇤

�t3
� 6

�t2
�12t⇤
�t3

+
6

�t2

6t⇤
�t2

� 4

�t

6t⇤
�t2

� 2

�t

Table 1: Switching functions derived through the TFC approach for state and derivative boundary-value
problem. These functions are solely a function of the independent variable t.

The constrained expression detailed by Eq. (19) can be used as a template to write the constrained expres-
sions for each segment of the solution trajectory. In order to explicitly identify the segment, the presuper-
script notation will be used. For example, (1)

ri describes the position constrained expression for the first
segment defined on t 2 [t0, t1]. For this problem, s = 1 is defined on t 2 [t0, t1], s = 2 is defined on
t 2 [t1, t2], and s = 3 is defined on t 2 [t2, tf ]. Using this formulation, the constrained expressions of
position for each segment are,
(1)

ri =
(1)

gi +
(1)⌦1

⇣
r0i � (1)

g0i

⌘
+ (1)⌦2

⇣
r1i � (1)

gfi

⌘
+ (1)⌦3

⇣
v0i � (1)

ġ0i

⌘
+ (1)⌦4

⇣
v1i � (1)

ġfi

⌘

(2)
ri =

(2)
gi +

(2)⌦1

⇣
r1i � (2)

g0i

⌘
+ (2)⌦2

⇣
r2i � (2)

gfi

⌘
+ (2)⌦3

⇣
v1i � (2)

ġ0i

⌘
+ (2)⌦4

⇣
v2i � (2)

ġfi

⌘

(3)
ri =

(3)
gi +

(3)⌦1

⇣
r2i � (3)

g0i

⌘
+ (3)⌦2

⇣
rfi � (3)

gfi

⌘
+ (3)⌦3

⇣
v2i � (3)

ġ0i

⌘
+ (3)⌦4

⇣
vfi � (3)

ġfi

⌘

where the derivative of these functions follow the form of Eq. (19). Now, the function of gi can also be
expressed as a linear basis such that,

gi = hT⇠i for i = 1, 2, 3.
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• Due to the thrust bang-bang profile the TPBVP needs to be solved via the TFC 
piecewise approach [Johnston and Mortari in progress]:
– The domain [𝑡2, 𝑡3] is split into three segments

§ Three distinct differential equations like (4) , governing the dynamic in each domain, must be solved 
simultaneously
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• In each segment s (s = 1, 2, 3) the dynamic is regulated by the 
following equation:

This allows us to collect the unknown ⇠i vectors and write the constrained expression in the form,
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Along with the linear unknowns in ⇠i, the equation share linear unknowns in r1i , v1i , r2i , v2i which serve as
the embedded relative constraints between adjacent segments. With this new formulation, we now have 3
separate loss functions based on the residual of the differential equation over each segment (s) which are as
follows,
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Note, although the costate constrained expressions do not need to be split into separate domains, when the
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• The embedded relative constraints allow:
§ the continuity of position and velocity, between each segment

§ the jumps of the acceleration, between each segment

• The embedded relative are unknowns that will be computed via 
the ILS
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Formulation 

• A loss function for each segment s (s = 1, 2, 3) and each component i (i =1, 2, 3) need to be defined 
• For each loss function we need to take the partial derivative for each unknown
• By discretizing the each subdomain in N points we get:
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Next, by discretizing the domain over N points, these partials become a vector or matrix where the second
dimension is the number of unknowns. All partials can be combined into one augmented matrix and one
augment vector for the loss function such that according to,
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Finally, using Eq (20) along with the augment loss functions and unknown vector, an iterative least-square
approach can be used to update the unknown parameters according to,

⌅k+1 = ⌅k � (JT
kJk)�1JT

kLk

It must be noted that an initial estimate of the parameters is needed in order to initialize the iterative least-
squares process. Since the problem is a boundary-value problem, a first guess for (s)⇠i, r1, r2,v1, and v2
can be determined by simply connecting the initial and final position with a straight line and using this
trajectory for a least squares fitting of the constrained expressions describing the (s)

ri terms. Next, since the
�vi constrained expressions are unconstrained, no intelligent guess for the values can be constructed and in
all tests the ⇠�i values were initialized as a random vectors such that ⇠�i s N (0,�2

I2⇥2).

Results

A test for a specific vehicle – vex = 2207.250 [m/s], Tmin = 4500 [N], and Tmax = 12000 [N] – for
Mars landing was conduct to analyze the accuracy and convergence of the proposed method, with both the
formulations used. Table 2 describes the state boundary conditions and Table 3 specifies the TFC parameters
used with the piecewise approach.
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Iterative least-square
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• Accuracy and convergence of TFC in solving the equations of motion are tested for 
a specific vehicle for Mars landing

(1)
Jr1,v1 =

2

664

(1)
⌦̈2 0 0

(1)
⌦̈4 0 0

0
(1)

⌦̈2 0 0
(1)

⌦̈4 0

0 0
(1)

⌦̈2 0 0
(1)

⌦̈4

3

775

(3N⇥6)

(2)
Jr1,v1 =

2

664

(1)
⌦̈1 0 0

(1)
⌦̈3 0 0

0
(1)

⌦̈1 0 0
(1)

⌦̈3 0

0 0
(1)

⌦̈1 0 0
(1)

⌦̈3

3

775

(3N⇥6)

(2)
Jr2,v2 =

2

664

(2)
⌦̈2 0 0

(2)
⌦̈4 0 0

0
(2)

⌦̈2 0 0
(2)

⌦̈4 0

0 0
(2)

⌦̈2 0 0
(2)

⌦̈4

3

775

(3N⇥6)

(3)
Jr2,v2 =

2

664

(3)
⌦̈1 0 0

(3)
⌦̈3 0 0

0
(3)

⌦̈1 0 0
(3)

⌦̈3 0

0 0
(3)

⌦̈1 0 0
(3)

⌦̈3

3

775

(3N⇥6)

Finally, using Eq (20) along with the augment loss functions and unknown vector, an iterative least-square
approach can be used to update the unknown parameters according to,

⌅k+1 = ⌅k � (JT
kJk)�1JT

kLk

It must be noted that an initial estimate of the parameters is needed in order to initialize the iterative least-
squares process. Since the problem is a boundary-value problem, a first guess for (s)⇠i, r1, r2,v1, and v2
can be determined by simply connecting the initial and final position with a straight line and using this
trajectory for a least squares fitting of the constrained expressions describing the (s)

ri terms. Next, since the
�vi constrained expressions are unconstrained, no intelligent guess for the values can be constructed and in
all tests the ⇠�i values were initialized as a random vectors such that ⇠�i s N (0,�2

I2⇥2).

Results

A test for a specific vehicle – vex = 2207.250 [m/s], Tmin = 4500 [N], and Tmax = 12000 [N] – for
Mars landing was conduct to analyze the accuracy and convergence of the proposed method, with both the
formulations used. Table 2 describes the state boundary conditions and Table 3 specifies the TFC parameters
used with the piecewise approach.
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Variable Initial Final

r [m]
�
�500, �1000, 1500

 T �
0, 0, 0

 T

v [m/s]
�
120, �60, �60

 T �
0, 0, 0

 T

m [kg] 1905.00 -

Table 2: State boundary conditions. Note, the final mass mf is free.

Variable Value

Points per segment (N ) 100

Number of basis functions per segment (m) 60

Convergence criteria of loss function: L2[L] < ✏ 10�12

Table 3: TFC parameters for numerical test with the piecewise approach.

The results of this test are display in Figs. 2, 3, and 4 showing that the first approach used, despite its
straightforward implementation, leads to not accurate solutions as it can not handle the jumps in the dynam-
ics due to the thrust profile Fig. 2(c). By analyzing Fig. 3, it can be seen that the piecewise TFC approach
successfully handles the jumps in the governing dynamics due to the max-min-max thrust profile. Further-
more, through the optimization the final mass (mf ) was determined to be 1557.938 [kg] and is displayed on
Fig. 3(d). Additional results detailing the number of iterations, L2-norm of the residuals, final mass, and
switching times are provided in Table 4. Furthermore, as a gauge of accuracy, Fig. 4 shows the residuals of
the differential equations (the values of the loss function L) and the time history of the Hamiltonian. While
the residuals in Fig. 4(a) so that the dynamics are being satisfied, it is clear that the solution is suboptimal
since the Hamiltonian is not zero as show in Fig. 4(b). A path toward resolving this issue is provided in the
following section.

Variable Original TFC [12] Piecewise TFC GPOPS

Iterations 20 10 -

L2[L] 3.72 1.66⇥ 10�13 -

mf [kg] 1556.63 1557.94 1556.63

t1 [sec] 46.51 46.64 46.51

t2 [sec] 66.04 66.44 66.04

tf [sec] 76.29 76.21 76.29

Table 4: TFC parameters for numerical test.
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(b) Time history of the velocity.

0 20 40 60
-6

-4

-2

0

2

4

6 a1
a2
a3

(c) Time history of the acceleration.
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Figure 3: Time histories of states with piecewise approach: a) position, b) velocity, c) acceleration, and d)
mass. By analyzing the plot of the acceleration, it can be seen that the piecewise TFC approach accurately
accommodates for jump in dynamics due to the bang-bang thrust profile. This is apparent in the parts b) and
c).
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Figure 4: Accuracy of solution: The plots in this figure look to detail the accuracy of this method. It can be
seen that the residuals of the governing equations are solved on the order of 10�14 to 10�15. However, this
solution is not the optimal one since H(t) 6= 0.
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Convergence in only 10 
iterations !!!

Would improve with a better first guess for the coefficients
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• TFC was successfully applied to solve the equations of motion for the fuel-efficient powered 
descent guidance
– Machine error accuracy

– Convergence achieved with only ten iterations

• Accurate trajectories, but still suboptimal as the  condition for the free-time problem is not 
yet met
– The switching times and the final time are suboptimal 

– The propellant used is not yet optimal  

• Work in progress to develop the outer loop to find the optimal times that minimize the use of 
propellant such that
– 𝐿6 𝕃 < ϵ

– 𝐻 𝑡3 = 0
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Questions ???
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